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Rapid Industrial Development, Competition and
Relative Economic Status: A Study in Human Ecology

As Smith (1971) has pointed out, the extent to which government

should intervene in industrial location and related business decisions

is an important question facing the United States as well as several other

western countries. Advocates of a laissez faire policy have argued

that in the long run the price system will produce an optimal spatial

pattern of industrial activity at both the national and regional levels.

Experience, however, has demonstrated that several major assumptions

of the free market model are not completely substantiated in the real

world (Hansen; 1971; Smith, 1971; Lampard, 1968). Consequently, uneven

distribution of industrial activity - a saturation in some geographical

areas and a negligible amount in others - has generated severe social,

economic and environmental problems (cf. Rodwin, 1971) and has led

to increasing governmental intervention.

One facet of this intervention which is most apparent is the

massive program to promote the.flow of capital into areas of lagging

economic growth (see, for example, the' Appalachian Regional Development

Act of 1965, Economic Development Act of 1965 and the Rural Development

Act of 1972). That these efforts have been relatively successful is

suggested by the fact that tfie.construction of large manufacturing com-

plr.:xes in non-metropolitan areas is currently one of the major trends

in industrial location (Stuart, 1971). These new installations range

across the industrial spectrum - from a steel plant in rural Illinois

(Summers, et al., 1969) to a brick factory in the coastal plains of

Smith Carolina (McElveen, 1970) to a tissue paper mill in central

Mississippi (Crecink, 1970).
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In addition to interventionist policies there are recent market

forces which encourage the mobility of(industry to'non7metropolitan
(-1--

areas. Small towns are attractive to industry.for a variety of reasons

including decreased taxes and lower land and water costs. Similarly,

from the local point of view, industrial development represents additional

revenue, increased employment and general economic expansion. Most

importantly, there is the assumption that bringing industry to small

towns and rural areas will stifle-outmigration and thereby stabilize

the population (Stuart, 1971; Weitz, 1966). Indeed, as Hansen and

Munsinger (1972) have pointed out, these assumptions are so wide spread

that there is intense competition among small,communities to attract

industry. As Moore (1965) has noted, American culture equates economic

development with progress. Thus, despite some recent evidence (Smith,
/-

et., al., 1971; Garrison, 1972) and arguments of certain location theorists

(e.g. Hansen, 1971) that rapid economic growth may not be the panacea

for small town problems that has generally been assumed it is unlikely

that the present trend will be curtailed (see, for example, Smith, et al.,

1971: 185).

These cautionary remarks asidehowever,previous research has

demonstrated that new industry is associated with an increase in the

aggregate income of residents-of small communities (Bertrand and Osborne,

1960; Stevens and Wallace, 1964; Sizer and Clifford, 1966; Jordan, 1967;

Garrison, 1972; Beck, 1972). Exactly how this increase is distributed

throughout the population, has not been determined. Lack of

attention to this distributional question is surprising since, as.

Merton pointed out (1949), phenomfma which are functional for a social



system at at large may be dysfunctional for some segments of the system.

In the case of industrial development of small towns, Taylor and Jones

(1964) although they present no data, have suggested that since the

weakest economic competitors in the area may be negatively effected,

new socio-economic problems will emerge concerning these groups. The

present research pursues this line of reasoning with three goals in

mind: (1) to examine the question of the distribution of economic benefits

of industrial development as reflected in the concept of competition in

human ecology, (2) to provide an empirical test of the ecological model,

and (3) to relate the findings to public policy.

COMPETITION

Human ecologists have long recognized the importance of competition

in generating, maintaining and restoring the functional balance of pop-

ulations (Durkheim, 1933; Park, 1936; Hawley, 1950; Schnore, 1958).

One of the major tenets of ecological theory posits that a community:

strives toward is a state of functional equilibrium. When this "balance

of nature" is disturbed competition is intensified until a new ecological

balance develops. One outcome of this increase,in.competition is a

realignment. of functional roles within the population during which new

---

patterns of dominance are established. New'patterns may mean that some

'population segments are shifted in regard to their position in the

functional hierarchy of the community (see Schnore, 1958). In ecological

terms, in the scrambling for position which ()emirs when a. new dominant

(e.g. industry) enters the system some groups in the populatiOn will

benefit while others will be forCed to assume subordinate roles:
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While this line of reasoning is central to both "classical",(e.g.

Park, 1936) and "contemporary" (e.g. Hawley, 1950) ecological theory

the actual impact of an ecological disturbance upon the functional

organization of a community has not been empirically assessed. More

specifically, the following question has been implicitly posed but not

answered: In the realignment of an ecological system are the weakest

competitors relegated to even lower positions in the system?

The capacity to be economically competitive can be operationalized

along numerous dimensions but four variables previous research has shown

-1,o be determinants of economic status in the United States are (1) age,

(2) sex, (3) education, and (4) labor force status. A fifth variable-

- could also be interpreted as an index of competitive capability

but due to the racially homogeneous nature of the study communities,

this factor cannot be included in the analysis.

Age. Palmore and Whittington (1971) have presented data which

support the argument (see Palmore, 1969) that the economic status of

the elderly declines with industrialization. In the case of industrial

development of non-metropolitan areas such status deterioration has

particular importance. Demographers have long recognized the surplus

of elderly individuals in small towns and villages in the United States

(Brunner and Kolb, 1933; Cowgill, 1965; Fuguitt, 1968; Taeuber; 1970).

With the industrial development of these areas it is reasonable to

assume that the economic status of the elderly will be eroded. Unlike

the younger residents of the community, older people cannot compete

in the labor market and are unable to take advantage of the new

occupational opportunities generated by industrial development (Taylor

and Jones, 1964). Thus, as weak competitors, the elderly, already
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near the bottom of the economic hierarchy (Riley and Forner, 1968;

Streib and Schneider, 1971), may be relegated to even lower positions.

Sex, like age, can be taken as an index of the capacity to be

economically competitive. There is a sharp economic disparity between

the sexes in the United States (Knudsen, 1969; The President's Commission

on the Status of Women, 1965). Most importantly, a substantial economic

gap exists between male and female heads of households (Stein, 1970).

This gap may well be widened when a large industry locates in a small

community because females are often unable to take advantage of the

increased employment opportunities generated by the plant. As Cavender

and Schmitt (1971) have pointed out, community leaders are most eager

to attract large manufacturing plants. Since such industries have

predominantly male payrolls, females receive virtually no "first round"

benefits. Their inability to compete in a changing labor market may

well be a precursor to even lower economic status.

Education reflects two important dimensions of the capacity to

be competitive in a changing economic structure. First, education

is directly associated with marketable skills. Second, education

increases an individual's adaptability to changes in the labor demand

of a community. Not only are educated persons more likely to be aware

of shifts in labor demands, but they are also more attractive as

candidates for the "on the job" training programs incoming industries

develop to train a local labor force.

Labor force status is a straightforward index of the capacity

to be economically competitive. Individuals who do not participate

in the labor force cannot take advantage of the occupational opportunities

generated by industrial development.
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Obviously, these four indicators of economic competitiveness are

interrelated. When considering their impact on changes in economic

status, therefore, it is useful to view our argument in the context of

a simple multivariate model and thus make assumptions concerning the

interrelations and causal linkages between the variables explicit.

This model may be depicted as follows:

x4
X5

where X
1

= Age

X
2

= Sex

X
3

= Education

X
4

= Labor Force Status

X
5

= Economic Status

Of the series of variables under consideration, age has clear

temporal priority. Sex is at least partially determined by age since

the probability of being female increases as a cohort ages. Education is

influenced by age and sex and all three variables effect labor force

status. Finally, the dependent variable - economic status - can be

portruyeri RS A. partial function of all four indices of competitive

capacity.

In the present analysis we estimate certain parameters of the model

for two rural areas at two points in time - 1965 and 1970. During this
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time period, one of the areas experienced substantial industrial

development. This situation permits a test of the competition hypothesis

discussed earlier. If weak competitors are relegated to lower positions

in the economic hierarchy, two findings can be anticipated. First, a

greater proportion of the variation in economic status will be attributzlble

to the combined effect of the indices of competitive capacity after

industrial development has occurred. Second, differences in economic status

between strong and weak competitors will be accentuated in the system

experiencing industrial development.

METHODOLOGY

Background: In April, 1965 Jones-Laughlin Steel Corporation (J&L)

announced plans for the development of a major production complex

near the village of Hennepin (1960 population 391) in Putnam County,

Illinois (1960 population 4,570). In 1960, agricultural workers con-

stituted 27.2 percent of the labor force (N=1,663).

Construction of the plant began in the spring of 1966 and operation

at "Hennepin Works" began in December, 1967. This facility is a heavily

capitalized, ultramodern cold rolling mill with a labor force of about

1,021 men and 29 women. The annual payroll of the plant is approximately

seven million dollars.

Data: Two study areas were identified. First, as an "experimental"

region, we utilized Putnam County and bordering sections of the three

continguous counties. Segments of surrounding counties were included

on the basis of previous findings (e.g. Wadsworth and Conrad, 1966) that

a considerable amount of "leakage" occurs when a large industry locates

in a small community.
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Second, we selected a comparable region across the state - Iroquois

County - as a "control" region. Both regions (1) are about equidistant

from Chicago, (2) had similar highway and railway systems in 1966,

(3) were rural agricultural regions settled around a county seat, and

(4) were similar in demographic composition. Extensive discussion of

the selection of the control region as well as detailed comparisons of

the regions on social, demographic and economic variables can be found

in Summers and associates (1969). The primary objective in selecting the

control region was to approximate as closely as possible the two group

before and after experimental design in a field situation.

In June, 1966 when construction of the Hennepin Works was still

in the earth moving stage, we interviewed 1,171 heads of households

in the experimental region and 411 heads in the control region. The

samples were selected on a probability basis by means of a multi-

stage cluster format (see O'Meara, 1966). Five years later, in the

summer of 1971, after the plant had been in operation for over three

years, we selected and interviewed a new sample of household heads in

both study regions. The number of respondents in 1971 was 1,166 in

the experimental region and 399 in the control region.

Variables: Following the conceptual argument presented earlier,

age, sex, education and labor force status ere employed as operational

indicators of the capacity to be economically competitive. In an

attempt to identify both strong and weak competitors, these factors

are treated as classificatory variables. Age is broLen down into four

categories - (1) less than 35 years, (2) 35 to 49, (3) 50 to 64, and

(4) 65 and over. Sex is a natural dichotomy. Education is divided into
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three categories - (1) less than high school, (2) high school, and

(3) more than high school. Similarly, labor force status is broken

down into three groupings - (1) white collar, (2) blue collar, and

(3) not employedl While the aged, females, persons with less than

high school education and those out of the labor force are presumed to

be the weak competitors, the first step in the data analysis will be

to examine the gross effect of each category.

The dependent variable, economic status, is operationalized as

total annual dollar income. While one might argue that total economic

assets could also be used, we employ income for two reasons. First,

change in income is widely recognized as one of the major consequences

of industrial development. Second, total assets confuses economic

resources and the benefits which flow from them. Income is a much clearer

index of immediate changes in economic status.

Statistical Procedures: Multiple Classification Analysis (MCA)

is employed to estimate and compare the effects of competitive capacity

upon income. Blau and Duncan (1967: 128) have discussed the utility

of MCA when the problem being considered includes one quantitative

dependent variable and two or more classificatory variables. As

Morgan ( ) has pointed out, MCA is especially useful in allowing

one to employ the logic or causal an lysis in situations where certain

requirements of path analysis, e.g. linearity, are not met.
2

FINDINGS

The first task is to ascert0.111 the extent to which the data support

our depiction of competition. Table 1 presents gross and net effects

on income of each category of competitive capacity.
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(Table 1 about here)

The findings reported in Table 1 support the argument that the

aged, females, persons with less than a high school education and those

not in the labor force are weak economic competitors. First, the gross

effects of each of these categories indicate an expected mean income

substantially below that of the grand mean in both regions for both

years. At the same time. the strong competitive categories - non-agcd,

males, greater than high school education and white collar - require an

adjustment which places them above the grand mean.

More importantly, however, the net effects of these c:'7cries

generally support the conclusions drawn from examination of the u.oss

effects. The one exception revolves around the finding that when the'

impact of the other variables is removed, the youngest age caterory

displays a somewhat weaker competitive capacity than the aged grlup.

This finding that the youngest as well as the oldest adults are weak

economic competitors is not particularly surprising. Individuals

recently entering the labor market may well be expected to have weak

competitive positions. In sharp contrast to their aged neighbors,

however, they have the potential, indeed, the liklihood of moving

into strong competitive categories. The emergence of this curvilinear

relationship between age and income highlights the importance of using,

a statistical model which does not assume linearity.

Further examination of the coefficients presented in Table 1 row.n1..

the impact of age is reduced when the other independent variables are

taken into account. A more detailed portrayal of this decrease in the

apparent effect of age is evident.in Tables 2 and 3.



(Tables 2 and 3 about here)

Table 2 presents transformed unstandardized regression coefficients

for all variables on income for the experimental region in 1965 and 1970.

Table 3 presents comparable data for the control region. Thus, the

coefficients reported in these tables afford four discrete estimation:.

of the model.

For purposes of disc=sion of these estimations, let us focus first

on the 1965 portion of Table 2. The coefficients under Model A are

the gross effects of age and are identical to those reported in Table 1.

Since the basic model posits s "x as second in the causal chain, this

variable was added to the multiple regression analysis and generated

reduction in the observed effect of age (Model B). Following the

causal flow of the model, education was incorporated into the regression

analysis and once again, except for a slight increase in the category

50 to 64, the effects of the age categories were reduced (Model C).

Finally, labor force status categories were added to the analysis

(Model D).

Clearly, as each additional variable is added to the model, the

effects of age categories are further reduced. But since the model

is fully recursive, one should also find that the effects attributable

to sex categories in Model D are reduced in Model C by the addition

of education categories and still further reduced by the addition of

labor force status (Model D). The data support this expectation.

Similarly, one should find the effects of education categories in

Model C reduced by the addition of labor force status (Model D). Again,

the results are consistent with the logic of the causal model. While
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the pattern is not perfectly reproduced in each of the four estimations

(Tables 2 and 3), the deviations are few in number and minor in magnitude.

Thus, the overall thrust of the data is one of consistency and support

for the logic of the causal model.

Since the net effects of age categories in Model D are substantially

less than their gross effects, it is important to determine whether or

not the total effect of age is mediated by the endogenous variables in

the model.3 This determination can be made by comparing the amount of

variation in income explained by Model D to the explanatory power of

Model E (age removed entirely). This is done by computing the F ratio

for the increment in explained variance (R2) due to the addition of age

categories to that explained by sex, education and labor force status.

The results of the computations are shown in Table 4. In three of the

four estimations, the increment in explained variation of income due to

age is statistically significant. Thus, it appears reasonable to con-

clude that age does have a direct effect on income net of the effects

of sex, education, and labor force status even though the total effect

of age is substantially mediated by the endogenous variables.

(Table 4 about here)

Having established that the effect of age is largely mediated by

sex, education and labor force status, it is important to consider the

relative importance of each of these variables in the mediation process.

While there is nothing in the logic of the model itself which generates

expectations about their relative importance, we believe it is useful to

estimate the percent of toted effect of age that is due to each of the

endogenous variables. This estimation is accomplished by examining the

successive increments in multiple-partial correlation coefficients



-13-

(Blalock, 1972, pp. 458-459). The resulting decomposition of the total

effect of age is given in Table 5. Considering all four estimations

it appears that between 10 and 20 percent of the total effect of age

on income is direct. In three of the four decompositions, it is clear

that labor force status is the most important mediating variable. That

is to say, a considerable proportion of the total (or "gross") effect

of age on income should be seen as operating through labor force status

rather than being due to age per se. This result is generated by the

fact that age has a stronger effect on labor force status than it does

on sex or education.

(Table 5 about here)

Although statistically less precise, one can observe this mediation

process by noting the relative magnitude of decrease in age category

coefficients as one moves from Model A to Model .D in Tables 2 and 3.

The differences between Model A and B indicate the mediating effect of

sex categories. Similarly, the differences between Models B and C

show the mediating power of education. Finally, the differences between

Models C and D reveal the mediation of labor force status. Clearly, the

latter difference is greater than the first two in all four estimations

of the model.

Since the sex category coefficients in Model B indicate their total

effect on income, one may observe their mediation by examining the

changes in these coefficients as education and labor force status are

added (Models C and D). Clearly, very little of the total effect of

sex is mediated by education. Moreover, only a small amount of their

total effect is mediated by labor force status. Thus, one may conclude

that the total effect of sex on income is largely a direct effect.



-1

Similarly, one may observe the extent to which the total effect of

education is mediated by labor force status by comparing the education

category coefficients in Model C with those in Model D. Doing so, it

becomes apparent that the total effect of education is only partially

mediated by labor force status since the reduction in coefficients is

small. It is worthy of note also that the total effect of education

is the weakest of the four independent variables.

Overall, these results generate confidence that age, sex, education

and labor force status are meaningful indicators of the competitive

capacity of individuals. Moreover, the results are supportive of the

causal model for economic benefits which flow from the measured indicators

of competitive capacity. We turn now to the consideration of the central

issue of our analysis: Does the discrepancy in economic benefits (income)

between strong and weak competitors increase over time and is the in-

equality accentuated under conditions of industrial development?

To examine changes in the differences in income between strong and

weak competitors one must identify the categories of age, sex, education

and labor force status to be regarded as strong and weak competitors.

Following our previous discussion and the above findings, we shall con-

sider weak competitors to be persons 65 years of age or older, females,

persons with less than high school education and persons not employed.

Conversely, strong competitors are persons 35-149 years of age, males,

individuals with post high school education, and white collar workers.

Data for the comparisons to be made are drawn from Tables 2 and 3.

The net effects of the strong and weak categorical variables are com-

pared and differences recorded in Table 6.
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(Table 6 about here)

From the data in Table 6 it appears that where income differences

between strong and weak competitors are changing at all over time, they

are becoming greater. This is most apparent in the comparison of white

collar employees and persons not in the labor force. Not only was the

difference in income due to the net effect of labor force status greater

in both regions in 1965 than for the other variables, by 1970 the gap

had widened in both regions more for this variable than any other.

A similar, though less substantial change is observed when one

compares males and females. When the effects of age, education and

labor force status are taken into account, the income discrepancy between

the sexes in both regions is greater in 1970 than it was in 1965.

This finding supports Knudsen's (1969) argument of a general decline

in the status of females in the United States.

Differences in income due to the net effects of education were

substantial in both regions in 1965. There is no indication of an

increasing discrepancy in the exper;:zental region. However, there is

an increased discrepancy in the control region. Reference to the net

effect coefficients in Table 1 helps one to understand the source of

these differences. In the experimental region, the deviations in income

around the grand mean for strong and weak competitors (with respect

to education) are basically unchanged. On the other hand, the strong

and weak competitors in the control region are both further from the

grand mean in 1970 than they were in 1965. Thus, the positive effect

of post-high school education on income has increased at the same time

the negative effect of having less than a high school education increased.

Since these are net effects, one cannot look to age, sex or labor

force status for an explanation of the increased discrepancy. Rather,
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one suspects the explanation lies in local wage rate and salary policies.

As is evident in Table 6, discrepancy in income due to the net

effect of strong and weak age competitors is unchanged over time in the

experimental region. However, in the control region, the discrepancy

between strong and weak competitors is virtually eliminated over time.

This finding was anticipated. Again reference to the net effect

coefficients in Table 1 enhances one's understanding of the descriptive

character of the change although it does not provide an explanation.

What appears most strikingly is the fact that the under 35 age category

is experiencing an increased negative deviation from the grand mean

of income. At the same time, the 65 and older age category is moving

closer to the grand mean. Consequently, in the control region in 1970

the older group is slightly above the mean and near to the strong com-

petitors (35-49 age category). At the same time, the under 35 age

group appears as the weaker competitor. It is worthy of note that the

same pattern is occurring in the experimental region, although the

aged group still has negative deviation. The observance of this

pattern of change in both regions suggests the possibility that the

hierarchy of economic dominance in rural areas is changing with respect

to age, such that persons under age 35 are becoming the weakest

competitors. But one must also recall that we are dealing here with

net effects. It would be a non sequitar to conclude from these find-

ings that older persons have more income than younger persons if the

effects of sex, education and labor force status are ignored.

DISCUSSION

The implications of these data are that the income differences

between strong and weak competitors tend to increase over time. This
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is so after al)owing for the exception of age categories where it appeal's

possible that a realignment in the hierarchy of economic' dominance

is occurring. Also, the data show no evidence that the increase in

discrepancies is accentuated by industrial development.

Thus, the competition and realignments of a dynamic system which

are postulated by ecological theory are supported by this analysis.

More specifically, the weakest competitors do tend to be relegated to

even lower positions in the system. However, the expectation that

industrial development constitutes a significant stimulus to the cam-

petitivenecs within the system and results in an accentuation of the

dynamic processes is not supported. This apparent anomaly can be under-

stood in either of two ways. First, it may be that the magnitude of

industrial development which occurred in the experimental region was

insufficient to produce a measurable acceleration of the competitive

process. However, given the fact that the plant nearly doubled the size

of the labor force in Putnam County, one can hardly consider the

industrial development to be insignificant. Rather a second explanation

is more plausible. The impact of the industrial development may be

diffused over such a large geographic area that its effects on the

immediate environs is negligible. This has considerable plausibility

when we note that approximately 80 percent of the plant work force

resides outside Putnam County and the radius of the commuter field

is nearly 50 miles.

The policy implications of these two conclusions are rather

important. It follows that interventionist efforts of government to

increase the mobility of capital into rural areas can proceed without
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accelerating the process of increasing income inequality. However,

it follows with equal clarity that mobility of capital does not serve

as a technique for arresting or reversing the more gradual increments

in income inequality in such areas. Where the policy goal is that

of reducing income inequality in rural areas focused techniques are

called for rather than, or in addition to, gross efforts'to stimulate

economic activity.

The analysis of competitive capacity and economic benefits also

has sharp implications for the focus of techniques to achieve greater

income equality. First, it is clear that age, per se, is not a major

determinant of income inequality. The gross effect of age on income

is largely due to its positive overlap with sex, education and labor

force status. This is not to suggest that public policy designed to

aid directly older persons has been misplaced historically. Indeed

it may be the case that the currently observed minor net effect of age

is due to past policy programs which specifically benefitted the aged.

Rather, the point is that future efforts should be directed toward

weak competitive characteristics other than old age.

Similarly, it is apparent that having less than a high school

education does not contribute substantially to income inequality in the

rural areas studied. While education appears to be more important

than age per se, its total causal effects are minimal. Of course,

one should be cautious in generalizing this finding to urban areas

because wage and salary policies as well as investment opportunities

in urban areas may be more directly linked to educational attainment

than in rural areas.
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The two most potent causal factors in income inequality are sex

and labor force status. While both serve to mediate substantial

portions of the total effect of age, they also have a significant direct

effect on income. Hence, these are the two variables which should be

the focus of policy programs seeking to reduce income inequality.

Since the effects of sex are net of the influence of age, education

and labor force status, it follows that income differences are generated

to a considerable extent purely on the basis of sex. The most plausible

explanation for this fact is discriminatory wage and salary policies.

Thus, efforts to reduce the influence of sex on income inequality should

be directed toward the elimination of such discriminatory practices.

From a public cost standpoint, this is fortunate since very little

public money need be expended. Rather, stricter enforcement of equal

rights laws is in order as a first step to ensure that equal pay is

received for equal work. Similarly, sex differentials in pension and

retirement benefits need to be eliminated.

Reducing the net effect of labor force status on income inequality

undoubtedly will be more costly to the public and more difficult to

achieve. While there is some considerable inequality in income between

white collar and blue collar workers, the great discrepancy is between

the employed and those not in the labor force. Recall that this factor

mediates much of the total effect of age as well as a portion of the

total effects of sex and education. Recall also that we are observing

a rural population and it is, therefore, possible that the influence

of labor force status o.x income in urban areas will be different.

Reducing the influence of labor force status will be difficult

for at least two reasons. First, there persists the value position
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that one's right to consume (income) is legitimated by one's work.

Thus, there is much public resistence to programs which would achieve

income equality by increasing payments to persons not in the labor force

even though there are numerous reasons persons are unemployed, ranging

from lack of marketable skill to ill health to retirement. The public

may be more willing to relinquish the legitimation principle for some

of these reasons than for others. Thus, the first difficulty may be

partially overcome by programs designed to aid specific groups of persons

not in the labor force.

Yet such a piecemeal programmatic approach is a difficulty in it-

self. The range of efforts required are as numerous as the sources of

income among persons not in the labor force; welfare payments, unemploy-

ment compensation, pension payments (both private and public), insurance

surviver benefits, and others. A monumental input of effort would be

necessary to achieve adjustments in all programs such that inequality of

income is eliminated. Coordination and enforcement of such a multifaceted

programmatic effort would be enormous. Moreover, many compensation pro-

grams are regressive in nature. Thus, public cost may be minimized in

the long run by a unified programmatic effort such as the negative

income tax or the guaranteed annual income.

The above comments are not intended as an argument for specific

public policy programs nor as an attempt to dictate public policy.

They are intended as a statement of policy implications which flow

from our analysis of age, sex, education and labor force status as

dimensions of competitive capacity and their effects on economic
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economic benefits (income). The establishment of public policy goals

and programs to achieve such goals is a political decision which is

not ours alone to determine.



Notes

1. Occupations were coded initially according to the 3-digit U.S.

Bureau of Census (1960) index of occupations. Occupations with

coded values from 000 through 395 including alphabetic codes of

N, R, Z, Y, and S were categorized as "white collar." Occupations

with coded values from 401 'ilrouell 973 including alphabetic codes

of Q, T, W, P, U, V, and X were categorized as "blue collar." All

persons not reporting a full-time occupation were categorized as

"not employed."

2. Persons urd'amilar with this technique, which we believe to be

extremely valuable in social science research, may wish to examine

Hill (1959), Suits (1957), Morgan, et al., (1962), Harvey, (1960)

Melichar (1)66). In addition, sociologists will find O. Dudley

Duncan's discussion of the technique in Blau and Duncan (1967,

pp. 128-140) especially helpful.

3. Since age is the only exogenous variable in the model, its "total"

effects and "gross" effects are synonymous. This is not true for

the endogenous variables in the model. The gross effects of an

endogenous variable are indicated that variable's relation to the

dependent variable without regard for other variables in the model.

The total effect of an endogenous variable is its relation to the

dependent variable taking into account the effects of all causally

prior variables in the model.
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Table 4. Increment in R2 due to Age in the
Regression Model for Income.

Control Region
R
2

K N F-1/
,

P
r
(R2

y.A
= R

2

y.A3 )

1965
Model E .3810 5 411

Model D .4148 8 411 7.5333 < .001

1970
Model E .4077 5 377

Model D .4181 8 377 2.1875 > .05

ExRerimental Region
1965
Model E .3909 5 1128

Model D .4056 8 1128 9.8000 < .001

1970
Model E .4931 5 1030

Model D .5204 8 1030 18.2000 < .001

, 2

Y
2 ,,

1/ = kR - R )/b
-A,B Y-A

(1 - R2
Y.A,B

) / (n-a-b-1)

where df = b and (n-a-b-1).

from Cohen (1968, p. 435)

F = (.4181 - .4o7.7) /3

(1 - .4181) / 377-5-3-1

F = .0104/3 = .0035 = 2.1875

(.5819)/368 .0016

F = (.4148 - .3810)/3

- .4148) / (417-7EY

F = .0338/3 = .0113 = 7.5333
.5852/402 .0015



Table 4 (continued)

F = (.5204 - .4931)/3
(1 - .5204) / (1030-5-3-1)

F = .0273/3 = .0091 = 18.2000

.4796/1021 .0005

F = (.4056 - .3999V3
(I - .4050%(1128- 5 -3 -1y

F = .0147/3 = .0049 = 9.8000
.944/1119 .0005



Table 5. Decomposition of the Total Effect of Age on Income

Control Region Experimental Region

Effect 1965
% Of
Total 1970

% of
Total 1965

% of
Total 1970

% of
.Total

Total . 2790 .1089 .2213 .2409

Thru sex .0935 33.51 .0422 38.75 .0479 21.64 .0497 20.63

Thru educ. .0078 2.80 .0259 23.78 .0540 24.40 .0534 22.17

Thru LF .1231 44.12 .0232 21.30 .0953 43.06 .0839 34.83

Direct .0546 19.57 .0176 16.16 .0241 10.89 .0539 22.37



Table 6. Differences in net effects of strong and weak competitors
on Log of Income in the Experimental and Control Regions,
1965 and 1970

Competitive Experimental Region Control Region
Capacity 1965 1970 1965 1970

Age .14 .13 .19

Sex .19 .28 .18 .28

Education .15 .15 .14 .26

Labor force status .29 .39 .22 .35


